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Abstract

In recent years, knowledge transfer algorithms have become one of the most active research areas in learning visual concepts. Most of the existing transfer learning algorithms focus on leveraging the knowledge transfer process which is specific to a given category. However, in many cases, such a process may not be very effective when a particular target category has very few samples. In such cases, it is interesting to examine whether it is feasible to use cross-category knowledge for improving the learning process by exploring the knowledge in correlated categories. Such a task can be quite challenging due to variations in semantic similarities and differences between categories, which could either help or hinder the cross-category learning process. In order to address this challenge, we develop a cross-category label propagation algorithm, which can directly propagate the inter-category knowledge at instance level between the source and the target categories. Furthermore, this algorithm can automatically detect conditions under which the transfer process can be detrimental to the learning process. This provides us a way to know when the transfer of cross-category knowledge is both useful and desirable. We present experimental results on real image and video data sets in order to demonstrate the effectiveness of our approach.

1. Introduction

While image and video categorization algorithms have seen tremendous advancements in recent years, the small number of training examples continues to remain a challenge for the learning algorithms, especially in the context of complex semantic concepts. One possible solution is to extract additional knowledge from other sources which describe the same set of categories using either different feature vectors or a different data set. This process is known as transfer learning [3] [14] [11] [8], and has been applied to extract the knowledge from related domains to enhance the learning process. Such methods typically make use of knowledge between different domains or data sets which relate to the same concept category. For example, one may use information in a source data set (e.g., Caltech 101) to model the same category in the target data set (e.g., Flickr web images) [13][3], or transfer the information from one modality (e.g., text documents) to the target modality (e.g., text and image modalities) [2]. These algorithms mainly focus on leveraging the knowledge within the category for domain adaptation. This approach becomes less effective when a particular target category has limited examples across different data sources, and/or is too complex to be individually modeled from the category of itself.

To overcome this difficulty, in this paper, we develop an approach for cross-category transfer learning for a visual classification task. The basic assumption for the cross-category transfer learning process (CCTL) is that once we have a large number of source categories, the modeling of the target category can become much easier with the extra information from other categories [11]. A key observation is that semantic concepts do not exist independently, because most of them are closely correlated with each other. This makes it possible to transfer cross-category knowledge. It also means that it is sometimes possible to learn a brand new concept with limited supervision information, when we have a large pool of categories with wide semantic coverage. Such cross-category knowledge not only exists in positive correlated categories, but also exits in negatively correlated categories. Moreover, when modeling a complex concept with large intra-class variants, it is often difficult to model it directly without sufficient training examples. In this case, we develop a divide-and-conquer framework to overcome the difficulty effectively.

In order to design such a cross-category transfer learning algorithm, it is critical to know how and when to perform cross-category transfer learning. Our approach is unique in
its design to maximize the beneficial cross-category transfers during the learning process.

How to do cross-category transfer. Most of the available algorithms for transfer learning are designed in the context of domain adaptation [13], in which a set of pre-learned models are used as a prior to adapt into a target domain with fewer examples. For example, the work in [13][11] are both designed for cross-domain adaptation by constraining the classification hyperplane in the target domain to be close to that in the source domain. The work in [14] proposes a two phase transfer approach by identifying which models from various sources can be reused to improve the target classifier. While these algorithms work well in the domain adaptation scenario, they do not reveal the intrinsic category correlations among different categories. This can be detrimental to cross-category knowledge propagation, since blind knowledge transfer can actually hurt the learning process. To overcome this problem, we propose to explicitly learn and leverage cross-category label correlations in order to transfer knowledge from different source categories to the target category.

When to do cross-category transfer. Transfer learning can sometimes have detrimental effects [9], when the knowledge propagation is noisy. In the context of the cross-category transfer problem, this would correspond to a scenario in which some source categories do not contain helpful transfer knowledge, which when used inappropriately, can harm the modeling of the target category. To avoid such negative transfer, we follow the lazy principle of never launching the cross-category transfer process unless it is necessary. A data-driven method is proposed to automatically select the best category for transfer which minimizes the learning error. When no source categories have relevant information, the transfer process is not performed, and a non-transfer model is launched to avoid negative transfer.

Next we give a concise overall of the most related work.

1.1. Related Work

Transfer learning methods can be categorized into several types of approaches. Some of the earliest transfer learning algorithms concentrate on transferring knowledge to narrow distributive difference of training and testing data [3][10]. Source instances are directly used to train the weak hypotheses by combining the training and testing samples in each iteration [13][14]. Another type of transfer learning algorithm aims at transferring the knowledge between heterogeneous domains [2]. For example, the method in [2] designs a transfer learning process to propagate knowledge between the text and image domain via a Markovian chain. Comprehensive reviews of the transfer learning algorithms can be found in [6].

To the best of our knowledge, there are no known techniques for directly performing cross-category learning, which is the focus of this paper. There is however one possible indirect approach by combining multiple source classifiers [14], where the source models are pre-learned in a separate phase. However, these algorithms combine the source categories without explicitly modeling the intrinsic label correlations between different categories. This is one of main reasons for negative transfer since not all the source categories contain valuable (instead of harmful) label correlations. On the contrary, we aim to construct the cross-category classifier with label correlations. The transfer process is explicitly enforced to align with the label correlation between different categories.

It is worth noting that the previous work in correlating multi-label (CML) classifiers [7] model the label correlation. However, as stated in [7], not all the label correlations between categories are helpful for classification, and some even contain negative information that is detrimental to multi-label classification. Furthermore, CML is limited in ignoring the category correlations among different samples. It only explores the category correlation within the same sample. The work in [8] proposes to extract the concept relatedness from the text knowledge base. However, the text domain knowledge can differ from that in the visual domain and the concept relatedness in text domain can be distorted compared to that in the visual domain. The CCTL overcomes the above problems, where the transfer function can be constructed by directly mining the label correlation across different samples in visual knowledge base. This greatly increases its flexibility and ability to transfer knowledge across different categories. We will show the advantage of this approach over existing methods in the experimental section.

To summarize, to our best knowledge, this paper proposes the first direct cross-category transfer learning method which greatly improve the small sample learning process. We will demonstrate the superiority of this approach over existing methods in Sections 2 and 3 via theoretical analysis and in Section 4 via extensive experiments and comparisons.

2. Cross-Category Classification Process

We denote the source sets by $\mathcal{A}_l = \{(x_{l,n}, y_{l,n}) | n = 1, \cdots, N_l\}$ for $l = 1, \cdots, L$ over $L$ source categories. The variables $x_{l,n}$ and $y_{l,n}$ represent the feature vector and the ground truth label for the $n$th instance of the $l$th category, and $N_l$ is the number of source examples for the $l$th category. For simplicity in exposition, we assume that the label $y_{l,n} \in \{+1, -1\}$ is binary, though the extension to the general case is straightforward. In addition, a (small) training set $T = \{(x_i, y_i) | i = 1, \cdots, N\}$ of the target category is available for learning purpose. It is worth noting that instances in the training sets $T$ can be different from those in the source sets $\mathcal{A}_l$. In other
words, the set \( \{x_{l,n}|n = 1, \cdots, N_l, l = 1, \cdots, L\} \) is not necessarily the same as \( \{x_i|i = 1, \cdots, N\} \). This increases the flexibility and usability of the approach for different scenarios.

The key ingredient in the proposed approach is a classifier capable of transferring the cross-category labeling information. For this purpose, we define a real-valued transfer function \( T_S(x, x_{l,n}) \) to connect the \( l \)th source category and the target category. Then we propose a cross-category label propagation approach (CCLP) in order to learn the cross-category classifier, in terms of this transfer function. Specifically, this classifier propagates the labels from the instances in \( A_l \) to the target category to form a discriminant function \( h_l(x) \), whose sign indicates the label of the sample \( x \) in the target category. The relationship of the discriminant function with the transfer function is as follows:

\[
\begin{align*}
\text{Here, } |A_l| \text{ is the cardinality of } A_l. \\

\begin{align*}
\text{Next, we discuss how the transfer function is defined. In many cases, the binary labels on the two categories can be different even on the same image, depending upon how they are collected or labeled. Hence, we use a function } \\
\phi_S(x, x_{l,n}) \text{ to measure the correlations between two different categories. In this paper we adopt } \\
\phi_S = x^T S x_{l,n} \text{ with the parametric matrix } S. \text{ The choice of a proper weighting vector } S \text{ is critical to the learning process. The label correlation function can be either positive or negative, representing either positive or negative correlations between categories. Note that the category correlation is a function of samples, so that the correlations on different samples can be different. In addition, we define the kernel function } k(x, x_{l,n}) \text{ to measure the sample similarity. The source examples similar to the target one are more heavily weighted in CCLP process than the dissimilar ones, for these similar examples ought to contain more valuable information on the target example for knowledge propagation. The label transfer function is defined in terms of these two functions:} \\
\end{align*}
\end{align*}
\]

\[
\begin{align*}
T_S(x, x_{l,n}) &= \phi_S(x, x_{l,n}) k(x, x_{l,n}) \, (2)
\end{align*}
\]

Conventional label propagation algorithms propagate the labels within the same category, and the propagation weights are determined beforehand by the similarities between samples. On the other hand, the CCLP approach uses not only the sample similarities, but also the label correlations across different categories. This makes CCLP more effective in propagating the knowledge across different samples and categories. Figure 1 illustrates the idea of cross-category label propagation, and shows how the labels are propagated between ‘mountain’ and ‘castle’ between different images.

Here, we learn a weighted cross-category classifier with \( w_i \) as the sample weight for the \( i \)-th sample. Then the parameter \( S \) for each discriminant function \( h_l \) should be learned by minimizing the following objective function:

\[
S^* = \arg \min_S \Omega_l(S) \, (3)
\]

where

\[
\begin{align*}
\Omega_l(S) &= \sum_{i=1}^{N} w_i (1 - y_i h_l(x_i)_+) + \frac{\lambda}{2} ||S||_F^2 \\
&= \sum_{i=1}^{N} w_i \left( 1 - \sum_{x_{l,n} \in A_l} \frac{y_i y_{l,n} T_S(x_i, x_{l,n})}{|A_l|} \right) + \frac{\lambda}{2} ||S||_F^2 \\
\end{align*}
\]

where \((\cdot)_+ = \max(0, x)\), the \( ||S||_F \) is the Frobenius norm of the matrix \( S \) which serves as the regularization term, and \( \lambda \) is the balancing parameter. The terms in the objective function \( \Omega_l(S) \) require some further explanation:

- The first term is the empirical loss of predictions made by the discriminant function \( h_l \) on the training set \( T \). This empirical loss is weighted by the sample weights \( w_i \) on the training set \( T \). We adopt the hinge loss to measure the cost. Based on the large margin principle, the hinge loss is minimized by maximizing the margin \( y_i h_l(x_i) \) of each training instance.
- The term \( y_i y_{l,n} T_S(x_i, x_{l,n}) \) in \((\cdot)_+ \) enforces that the transfer function \( T_S(x_i, x_{l,n}) \) is aligned with the label
correlation \( y_i y_{l,n} \). In other words, when the source and target labels have positive correlation (i.e., \( y_i y_{l,n} = +1 \)), the transfer function will be as positive as possible and vice-versa. This is a mechanism for capturing the correlations in the transfer function.

The use of a complete matrix \( S \) (with a large number of parameters) to parameterize the transfer function may lead to overfitting. Therefore, we restrict the matrix \( S \) to be diagonal in order to reduce overfitting. In other words, we have \( S = \text{diag}(\eta) \) with its diagonal elements in the vector \( \eta \). By formulating the Lagrangian function, we can obtain the following dual problem:

\[
\beta^* = \arg \max_{0 \leq \beta \leq \mathbf{e}} \Xi_l (\beta)
\]

The corresponding dual objective is as follows:

\[
\Xi_l (\beta) = \beta^T \mathbf{e} - \frac{1}{2\lambda} \beta^T \Gamma^T \Gamma \beta
\]

where the variables \( \beta \) and \( \mathbf{e} \) both represent \( N \times 1 \) vectors, in which \( \beta \) contains the dual variables \( \beta_i \) as its elements and \( \mathbf{e} \) is a vector containing unit values. Here \( \Gamma \) is a constant matrix with column vectors \( \gamma_i, 1 \leq i \leq N \) as follows:

\[
\gamma_i = y_i \sum_{x_i, n \in A_l} \frac{y_{l,n} x_i \circ x_{l,n} \circ k(x_i, x_{l,n})}{|A_l|};
\]

where \( \circ \) denotes the element-wise multiplication of two vectors. Due to space constraints, we omit the derivation of this dual problem here.

The dual problem (5) can be solved by any quadratic programming solver, and with the optimal dual variables \( \beta^* \) can be used to determine the corresponding primal solution:

\[
\eta^* = \frac{1}{\lambda} \Gamma \beta^* = \frac{1}{\lambda} \sum_{i=1}^{N} \beta_i^* y_i \sum_{x_i, n \in A_l} \frac{y_{l,n} x_i \circ x_{l,n} \circ k(x_i, x_{l,n})}{|A_l|}
\]

2.1. Discussion

We finish this section with a brief discussion on two kinds of across-category label correlations.

**Category-Level Label Correlation.** Most of existing related work, such as multi-label learning [7] [12], models the inter-category correlations on the category level. It assumes that label correlations are irrelevant to the instances under consideration. However, in some cases the label correlations can vary across different instances. For example, ‘mountain’ and ‘castle’ can either co-occur with positive correlations in some images or be mutually exclusive with negative correlations in the other images. In this case, assuming the same label correlation for all images can fail to capture such subtle inter-category correlation.

**Instance-Level Label Correlation.** On the contrary, the proposed model assumes the varying inter-category correlations across instances. Specifically, it measures cross-category relation with the function \( \phi_l \) of instances. Intuitively, the instance-level label correlation should change smoothly when there are slight changes of input instances. \( \phi_l \) satisfies this requirement by imposing the Frobenius regularization on \( S \). Note that the smoothness requirement excludes the possibility of assigning an individual label correlation to each source instance (i.e., each \( \phi_l(x, x_{l,n}) \) reduces to a constant \( \phi_l(x_{l,n}) \), since the neighboring source instances could have completely different label correlations in this extreme case.

3. Learning the Cross-Category Ensemble

In the previous section, we address how to optimally transfer cross-category knowledge from a single category, which is the key contribution of this paper. In this section, we show that cross-category classifiers can be easily combined to integrate the knowledge from multiple source categories simply in an AdaBoost [4] framework.

Algorithm 1 presents the learning procedure. Here Learn_CCC(\( A_l, T, w \)) denotes the learning algorithm of cross-category classifier as described in the last section, with the source set \( A_l \), the training set \( T \) and weighting vector \( w \) as its input. In each iteration, \( L \) cross-category classifiers \( h_l^{(t)}(x) \) are learned from each source category for \( l = 1, \ldots, L \) as in Step 3. In addition to these \( L \) cross-category classifiers, an intra-category classifier \( h_0^{(t)} \) is learned by propagating the labels in the target training set \( T \) to itself in Step 2. The function \( h_0^{(t)} \) does not transfer any cross-category information, since it only uses the intra-category labels without any cross-category information, and thus it learns a non-transfer classifier.

Then, these \( L+1 \) candidate classifiers compete with each other, and the one with the least learning error is selected. The sample weighting vector \( w^{(t)} \) in each iteration usually specifies an aspect of the target category. Through the competition, the source category with the best correlation will win in the competition and is selected to model the target category in each iteration. We note that if the intra-category classifier \( h_0^{(t)} \) wins, it indicates that no source category can better model the target category than itself in the current iteration. In such a case, \( h_0^{(t)} \) plays a role of a safety valve in avoiding negative transfer by intelligently switching to a non-transfer approach where it is appropriate. Such an automatic determination of ‘when to transfer’ is critical for constructing a robust classifier.
4.1. Data Sets

We compare the algorithms on two real data sets to evaluate their performances. The data sets are described below.

Flickr scene image data set. The first data set is a publicly-available natural scene image data set crawled from Flickr.com [1]. It contains 17,463 training images and another 17,463 testing images. Figure 2 illustrates some example images. There are 33 scene categories defined on this data set. Figure 3 shows the number of positive examples on these 33 categories. The 10 categories with the fewest positive examples are selected as the target categories, and the remaining 23 categories are used as the source categories. Each of these 10 target categories contain at most 245 positive examples. For each image, 500-dimensional bag-of-visual-words feature vectors are extracted. First, the Difference of Gaussian filter is on the gray scale images to detect a set of key-points and scales respectively; then the Scale Invariant Feature Transform (SIFT) is computed over the local region defined by the key-point and scale. The vector quantization on SIFT region descriptors is performed to construct the visual vocabulary by exploiting the $k$-means clustering that generates 500 visual words [1].

LSCOM video dataset. The other data set is a public video data set - LSCOM video dataset [5]. It contains 85 hours of international broadcast videos from Arabic, Chinese, and US news sources. The whole video corpus is automatically segmented into 61,901 portions, of which 43,331 segments are used for training and 18,570 for testing. 39 semantic categories are annotated on the dataset, which are related to program categories, setting, people, objects, activities, events, and graphics. Figure 4 shows the numbers of positive examples on these 39 categories on LSCOM video data set. The 10 categories with the fewest positive examples are selected as the target categories and the remaining 29 categories are used as source categories. On each key frame of the segmented shots, a 64-d color histogram, a 144-d color correlogram, a 73-d edge direction histogram, a 128-d wavelet texture and 225-d block-wise color moments are extracted and concatenated into a 634-dimensional feature vector per segment.

4.2. Experimental Setting

We compare our proposed CCTL approach with the baseline AdaBoost algorithm, existing transfer learning algorithms as well as a multi-label classifier. The experiments are designed to answer the following questions.

1. When and how are the source categories used for modeling the target category? We demonstrate the variations in performance with varying number of source categories and show how the source categories are combined to represent the target category.

2. How well does the CCTL method perform with an extremely small number of training examples? Therefore, we test the accuracy with varying number of training examples.

4.3. Learning cross-category ensemble

**Algorithm 1** Learning cross-category ensemble

```
input source sets $\mathcal{A}_l$, $l = 0, 1, \ldots, L$, the training set $T$ and the number of iterations $T$.
1. Initialize sample weights: $w^{(0)}_i = 1/N$ for all $i = 1, 2, \ldots, N$, and $f^{(0)} = 0$.
2. for $l = 1, \ldots, T$ do
3. \hspace{0.5cm} Train $h^{(l)}_0 \leftarrow \text{Learn}_\text{CCC}(T, T, w^{(l)})$, and calculate the weighted learning error $\epsilon_0$ according to $w^{(l)}$.
4. \hspace{0.5cm} for $l = 1, \ldots, L$ do
5. \hspace{1.0cm} Train $h^{(l)}_l \leftarrow \text{Learn}_\text{CCC}(\mathcal{A}_l, T, w^{(l)})$, and calculate the weighted learning error $\epsilon_l$.
6. \hspace{0.5cm} end for
7. \hspace{0.5cm} Pick the model $h^{(l)} = h^{(l)}_j$ with the minimum training error, where $j = \arg\min_{i=0,1,\ldots,L} \epsilon_i$.
8. \hspace{0.5cm} Set $\alpha^{(l)} = \frac{1}{2} \log \frac{1 - \epsilon_j}{\epsilon_j}$.
9. \hspace{0.5cm} Update $w^{(l+1)}_i = w^{(l)}_i \exp \left\{ -\alpha^{(l)} y_i \text{sgn}(h^{(l)}(x_i)) \right\} / Z^{(l)}$ where $Z^{(l)}$ is a normalization constant such that $\sum_{i=1}^N w^{(l+1)}_i = 1$.
10. \hspace{0.5cm} Update $f^{(l)} = f^{(l-1)} + \alpha^{(l)} \text{sgn}(h^{(l)}(x))$.
11. end for
output the final classifier $\text{sgn}(f^{(T)}(x))$.
```

Figure 2. Example images in Flickr scene image data set.
which also explores the label correlations based on structural SVM.

For the sake of fair comparison, in the proposed CCTL, only the training examples are used in the source sets associated with the corresponding source categories. It guarantees that no more information is used for learning in CCTL as compared with AdaBoost, TaskTrAdaBoost and CML.

On the Flickr image dataset, $\chi^2$ kernel function is used in the CML as well as the cross-category classifiers in the CCTL, AdaBoost and TaskTrAdaBoost since it has been reported with competitive performance on bag-of-words features. On the LSCOM video dataset, Gaussian kernel is adopted for the extracted features. For these algorithms, the parameters are determined via a 5-fold cross-validation process on the training set. Since each image can contain more than one label, the training and prediction are made in the binary setting. The widely used Area Under Curve (AUC) of the Receiver Operating Characteristic (ROC) curve is reported for comparison.

4.3. Results

Table 1 compares the categorization performance of the different algorithms in terms of AUC on Flickr image dataset and LSCOM video dataset. The results are obtained by using the whole training set of the target categories. The results show the competitive advantage of CCTL over the other algorithms.

In Figure 3, we demonstrate the selected source categories during the first ten iterations of CCTL and their associated combination coefficients $\alpha^{(t)}$. We make the following observations:

1. The intra-category classifiers are usually selected in...
the first iteration to initialize the CCTL process. Beginning from the second iteration, the cross-category classifiers are usually selected. In most cases, it selects the source categories with positive correlations. For example, for the target category ‘castle,’ the source categories ‘grass’ and ‘building’ are selected in the second and fourth iteration, since ‘castle’ is a particular type of ‘building’ and often encompassed by ‘grass.’ In addition, the categories with negative correlations are used to transfer the labeling information. For example, ‘valley’ does not occur with ‘airport,’ but it is selected in the tenth iteration when modeling ‘airport.’

2. The coefficients $\alpha^{(t)}$ of the intra-category classifier is larger than those of the successive cross-category classifiers. However, this does not mean that cross-category classifiers are not important. The trained classifiers in the first iteration often focus on classifying the negative examples which are dominating over the training set. However, in real applications, the true positive predictions are often more important, and successive cross-category classifiers gradually concentrate on classifying the positive examples to increase the true positive rates.

To show the effect of the intra-category classifier, we also conduct a comparison experiment for CCTL with and without intra-category classifiers. The results are presented in Table 2. It is evident that the CCTL with the intra-category classifier performs better than the CCTL without intra-category classifier. When the intra-category classifier is used, the performance can be improved by avoiding the negative transfer.

We also conduct a comparison with varying number of source categories and positive training examples. In Figure 6 (a), we compare the average AUC over all the ten target categories with varying number of source categories when all the training examples are used. The source categories are ordered by the number of positive examples here. It is evident that the categorization performances are improved from 0.67 with five source categories to 0.72 with the all 23 source categories. In Figure 6(b), we compare the average AUC with varying number of training examples of the target categories when all the 23 source categories are
used. With much fewer training examples, we can observe that the CCTL continues to be much more robust than other algorithms by the help of the cross-category knowledge.

5. Conclusion

In this paper, we present an efficient method for cross-category knowledge transfer in the image and video domain, when there are only a small number of positive examples. This method is effective because it takes into account two key factors in cross-category knowledge transfer learning: (a) we directly model the category correlations between the source and target categories; and (b) transfer only if it can help. Specifically, we formulate cross-category label propagation processes which directly model the category correlations between the source and target categories. These base classifiers compete with one another in each iteration, and the most correlated category is selected to model the target category. We conduct extensive experiments using real data sets to compare the proposed approach against state-of-the-art techniques, and show its advantages over existing approaches in classification accuracy and computational efficiency.
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