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Abstract
Linear classification is a useful tool for dealing with large-scale data in applications such as document classification and natural language processing. Recent developments of linear classification have shown that the training process can be efficiently conducted. However, when the data size exceeds the memory capacity, most training methods suffer from very slow convergence due to the severe disk swapping. Although some methods have attempted to handle such a situation, they are usually too complicated to support some important functions such as parameter selection. In this paper, we introduce a block minimization framework for data larger than memory. Under the framework, a solver splits data into blocks and stores them into separate files. Then, at each time, the solver trains a data block loaded from disk. Although the framework is simple, the experimental results show that it effectively handles a data set 20 times larger than the memory capacity.

1 Introduction
As the availability of annotated data increases steadily, data size becomes larger and larger. For example, it takes around 40 MB main memory to train the largest data in a data mining challenge kddcup 2004, and 1.6GB in kddcup 2009. In kddcup 2010, the size becomes about 10GB. In a visual recognition challenge ImageNet in 2010, the winner reports that their method involves training a data set in hundreds of gigabytes.

Linear classification is a promising tool for learning on huge data with large numbers of instances as well as features. Recent developments on linear classification (e.g., Joachims, 2006; Shalev-Shwartz et al., 2007; Bottou, 2007; Hsieh et al., 2008) have shown that training one million instances takes only a few seconds if data is already loaded in the memory. Therefore, some have said that linear classification is essentially a solved problem when the memory is enough. However, handling data beyond the memory capacity remains a challenging research issue. Existing training algorithms often need to iteratively access data. When data is not in the memory, the huge amount of disk access becomes the bottleneck of the training process. To see how serious the situation is, Figure 1 presents the running time by applying an efficient linear classification package LIBLINEAR [Fan et al., 2008] to train data with different scales on a computer with 1 GB memory. Clearly, the time grows sharply when the data size is beyond the memory capacity.

Following the discussion in [Yu et al., 2010], the training time can be modeled to consist of two parts:

\[ \text{training time} = \text{time to run data in memory} + \text{time to access data from disk}. \] (1)

In literature, most algorithm designs (e.g., Shalev-Shwartz et al., 2007; Bottou, 2007) omit the second part, while focus only on the first part. Therefore, they aim at minimizing the number of CPU operations. However, in linear classification, especially when applied to data larger than memory capacity, the second part – I/O access, may dominate the training process.

Although several approaches have claimed to handle large data, most of them are either complicated or do not take I/O time into consideration. Moreover, existing implementations may lack important functions such as evaluations by different criteria, parameter selection, or feature selection. In this paper, we introduce a block minimization framework (BM) [Yu...
for large linear classification when data is stored in disk. BM splits the entire data into several subsets. Then, it iteratively loads and trains a subset of data. The method enjoys the following properties:

- BM is simple and can easily support functions such as multi-class learning and parameter selection.
- BM is proven to converge to a global minimum of a function defined on the entire data, even though it updates the model on a local subset of data at each time.
- In practice, BM deals with memory problem effectively. We show experiments in Section 6.

This paper is organized as follows. In Section 2, we consider SVM as our linear classifier and introduce a block minimization framework. Two implementations of the framework for primal and dual SVM problems are respectively in Sections 3 and 4. Section 5 reviews some related approaches for primal and dual SVM problems and give conclusions in Section 7.

A detailed version of this paper is in [Yu et al., 2010].

## 2 Block Minimization for Linear SVMs

Given a data set \( \{(x_i, y_i)\}_{i=1}^l \), where \( x_i \in \mathbb{R}^n \), \( y_i \in \{-1, +1\} \), linear classifiers solve the following unconstrained optimization problem:

\[
\min_w \frac{1}{2} w^T w + C \sum_{i=1}^l \xi(w; x_i, y_i),
\]

(2)

where \( C > 0 \) is a penalty parameter, \( 1/2w^T w \) is the regularization term, and \( \xi(w; x_i, y_i) \) is the loss function. Three common loss functions are

- L1-SVM: \( \max(1 - y_i w^T x_i, 0) \)
- L2-SVM: \( \max(1 - y_i w^T x_i, 0)^2 \)
- Logistic Regression: \( \log(1 + e^{-y_i w^T x_i}) \).

After solving (2), we get the model \( w \). The prediction can then be done by computing \( w^T x \) for any incoming instance \( x \). Problem (2) is often referred to as the primal form of classification problems. One may instead solve its dual problem. Here we only show the dual form of L1-SVM\(^3\)

\[
\min_{\alpha} \quad f(\alpha) = \frac{1}{2} \alpha^T Q \alpha - e^T \alpha \\
\text{subject to} \quad 0 \leq \alpha_i \leq C, \ i = 1, \ldots, l,
\]

(3)

where \( e = [1, \ldots, 1]^T \) and \( Q_{ij} = y_i y_j x_i^T x_j \). After obtaining the optimal solution \( \alpha^* \) for (3), the model \( w \) can then be computed by

\[
w = \sum_{i=1}^l \alpha_i^* y_i x_i.
\]

\(^3\)The dual forms for L2-SVM and LR are similar, see [Hsieh et al., 2008] and [Yu et al., 2010].

### Algorithm 1 A block minimization framework for linear SVM

1. Split \( \{1, \ldots, l\} \) to \( B_1, \ldots, B_m \) and store data into \( m \) files accordingly.
2. Set initial \( \alpha \) or \( w \)
3. For \( k = 1, 2, \ldots \) (outer iteration)
   1. For \( j = 1, \ldots, m \) (inner iteration)
      1. Read \( x_r, \forall r \in B_j \) from disk
      2. Conduct operations on \( \{x_r \mid r \in B_j\} \)
      3. Update \( \alpha \) or \( w \)

Most linear SVM solvers assume data is stored in the memory so that the data can be randomly accessed. Therefore, when data cannot fit in memory, such methods suffer from disk swapping. With limited memory, a viable method must satisfy the following conditions:

1. Each optimization step reads a continuous chunk of training data.
2. The optimization procedure converges toward the optimum even though each step trains only a subset of data.
3. The number of optimization steps (iterations) need be small. Otherwise, the amount of disk access will be huge.

Obtaining a method having all these properties is not easy. As entire data cannot fit in memory, we consider loading a block of data at a time. In the following, we show that with a careful design, a block minimization can fully utilize the data in the memory before loading another data block from the disk.

Let \( \{B_1, \ldots, B_m\} \) be a partition of all data indices \( \{1, \ldots, l\} \). We adjust the block size such that instances associated with \( B_1 \) can fit in memory. These \( m \) blocks, stored as \( m \) files, are loaded when needed. Then, at each step, we conduct some operations using one data block, and update \( \alpha \) or \( w \) according to if the primal or the dual problem is considered. The block minimization framework is summarized in Algorithm 1. We refer to the step of working on a single block as an inner iteration, while the \( m \) steps of going over all blocks as an outer iteration. Algorithm 1 can be applied on both the primal form (2) and the dual form (3). We show two implementations in Sections 3 and 4 respectively.

Block minimization is a classical technique in optimization (e.g., [Bertsekas, 1999] Chapter 2.7)). Many studies have applied block minimization to train SVM or other machine learning problems, but we might be the first to consider it in the disk level.

Assume \( B_1, \ldots, B_m \) have a similar size \( |B| = l/m \). The time cost of Algorithm 1 is

\[
(T_m(|B|) + T_d(|B|)) \times \frac{l}{|B|} \times \text{outer-its},
\]

where

- \( T_m(|B|) \) is the cost of operations at each inner iteration;
- \( T_d(|B|) \) is the cost to read a block of data from disk.

These two terms respectively correspond to the two parts in (1) for modeling the training time.
Regarding the block size $|B|$, if data are stored in memory in advance, $T_d(|B|) = 0$. For $T_m(|B|)$, people observe that if $|B|$ linearly increases, then

$$|B| \neq T_m(|B|), \text{ and } \#\text{outer-its} \searrow.$$  

$T_m(|B|)$ is generally more than linear to $|B|$, so $T_m(|B|) \times l/|B|$ is increasing along with $|B|$. In contrast, the #outer-its may not decrease as quick. Therefore, nearly all existing SVM packages use a small $|B|$. For example, $|B| = 2$ in LIBSVM [Chang and Lin, 2011] and 10 in SVMlight [Joachims, 1998].

However, when data cannot be stored in the memory, $T_d(|B|) > 0$ and the situation is different. At each outer iteration, the cost is

$$T_m(|B|) \times l/|B| + T_d(|B|) \times l/|B|. \tag{4}$$

The second term is for loading $l$ instances from disk. As reading each data block takes some initial time, a smaller number of blocks reduces the cost. Hence the second term in (4) is a decreasing function of $|B|$. While the first term is increasing following the earlier discussion, as reading data from the disk is slow, the second term is likely to dominate. Therefore, contrary to existing SVM software, in our case the block size should not be too small.

Moreover, since the loading time $T_d(B)$ is proportional to the size of data, we can reduce the size of each data blocks by storing a compressed file in the disk. However, we then need some additional time to decompress the data when each block is loaded. The balance between compression speed and ratio has been well studied in the area of backup and networking tools [Morse, 2005]. We choose a widely used compression library zlib for our implementation. The detailed discussion of implementation issues can be found in [Yu et al., 2010].

3 Solving Dual SVM for Each Block

A nice property of the SVM dual problem (3) is that each variable corresponds to a training instance. Thus we can easily devise an implementation of Algorithm 1 by updating a block of variables at a time. Assume $B_j = \{1, \ldots, l\} \setminus B_j$, at each inner iteration we solve the following sub-problem.

$$\min_{\alpha \in B_j} \; f(\alpha + d) \tag{5}$$

subject to $\alpha_{B_j} = 0$ and $0 \leq \alpha_i + d_i \leq C, \forall i \in B_j$.

That is, we change $\alpha_{B_j}$ using the solution of (5), while fix $\alpha_{\bar{B}_j}$. Then Algorithm 1 reduces to the standard block minimization procedure, so the convergence to the optimal function value of (3) holds [Bertsekas, 1999 Proposition 2.7.1].

We must ensure that at each inner iteration, only one block of data is needed. With the constraint $\alpha_{B_j} = 0$ in (5),

$$f(\alpha + d) = \frac{1}{2} d_{B_j}^T Q_{B_j} B_j d_{B_j} + (Q_{B_j} \cdot \alpha - e_{B_j})^T d_{B_j} + f(\alpha), \tag{6}$$

where $Q_{B_j}$ is a sub-matrix of $Q$ including elements $Q_{r, i}$, $r \in B_j, i = 1, \ldots, l$. Clearly, $Q_{B_j} : \alpha$ in (6) involves all training data, a situation violating the requirement in Algorithm 1.

Fortunately, by maintaining

$$w = \sum_{i=1}^{l} \alpha_i y_i x_i, \tag{7}$$

we have

$$Q_{r,:} \cdot \alpha - 1 = y_r w^T x_r - 1, \forall r \in B_j.$$  

Therefore, if $w$ is available in memory, only instances associated with the block $B_j$ are needed. To maintain $w$, if $d_{B_j}$ is an optimal solution of (5), we consider (7) and use

$$w \leftarrow w + \sum_{r \in B_j} d_{B_j} r y_r x_r. \tag{8}$$

This operation again needs only the block $B_j$. The procedure is summarized in Algorithm 2.

For solving the sub-problem (5), as all the information is available in the memory, any bound-constrained optimization method can be applied. We consider LIBLINEAR [Fan et al., 2008], which implements a coordinate descent method (i.e., block minimization with a single element in each block). Then, Algorithm 2 becomes a two-level block minimization method. The two-level setting had been used for SVM or other applications (e.g., Memisevic, 2006, Pérez-Cruz et al., 2004), but ours might be the first to associate the inner level with memory and the outer level with disk.

Under this framework, we can either accurately or loosely solves the sub-problem of block $B_j$:

1. Loosely solving the sub-problem: A simple setting is to go through all variables in $B_j$ a fixed number of times. A small number of passes over $B_j$ means to loosely solve the sub-problem (5). While the cost per block is cheaper, the number of outer iterations may be large.

2. Accurately solving the sub-problem: Similarly, we can accurately solve the sub-problem. The cost per inner iteration is higher, but the number of outer iterations may be reduced. As an upper bound on the number of iterations does not reveal how accurate the solution is, most optimization software consider the gradient information.

When the sub-problem solvers satisfy certain conditions, Algorithm 1 globally converges to an optimal solution $\alpha^*$ with linear rate. That is, there are $0 < \mu < 1$ and an iteration $k_0$ such that

$$f(\alpha^{k+1}) - f(\alpha^*) \leq \mu \left(f(\alpha^k) - f(\alpha^*)\right), \forall k \geq k_0.$$  

In [Yu et al., 2010], we prove that the linear convergence holds when the sub-problems are solved with a fixed number of passes or the gradient stopping condition used in LIBLINEAR.
Algorithm 3 An implementation of Algorithm 1 for solving primal SVM. Each inner iteration is by Pegasos

1. Split \{1, . . . , l\} to \(B_1, \ldots, B_m\) and store data into \(m\) files accordingly.
2. \(t = 0\) and initial \(w = 0\).
3. For \(k = 1, 2, \ldots\)
   For \(j = 1, \ldots, m\)
   3.1. Find a partition of \(B_j\): \(B_j^1, \ldots, B_j^{\bar{r}}\).
   3.2. For \(r = 1, \ldots, \bar{r}\)
       • Use \(B_j^r\) as \(B\) to conduct the update (9)-(11).
       • \(t \leftarrow t + 1\)

4 Solving Primal SVM for Each Block

Instead of solving the dual problem, in this section we check if the framework in Algorithm 1 can be used to solve the primal problem. Since the primal variable \(w\) does not correspond to data instances, we cannot use a standard block minimization setting to have a sub-problem like (5). In contrast, existing stochastic gradient descent methods possess a minimization setting to have a sub-problem like (5). In this section, we study how Pegasos [Shalev-Shwartz et al., 2007] can be used for implementing an Algorithm 1

Pegasos considers a scaled form of the primal SVM problem:

\[
\min_w \frac{1}{2lC}w^Tw + \frac{1}{l} \sum_{i=1}^l \max(1 - y_iw^Tx_i, 0).
\]

At the \(t\)th update, Pegasos chooses a block of data \(B\) and updates the primal variable \(w\) by a stochastic gradient descent step:

\[
w = w - \eta^t \nabla^t,
\]

where \(\eta^t = lC/t\) is the learning rate, \(\nabla^t\) is the sub-gradient

\[
\nabla^t = \frac{1}{lC}w - \frac{1}{|B|} \sum_{i \in B} y_i x_i,
\]

and \(B^+ = \{i \in B \mid y_iw^Tx_i < 1\}\). Then Pegasos obtains \(w\) by scaling \(\bar{w}\):

\[
w \leftarrow \min(1, \sqrt{\frac{1}{tC}/\|\bar{w}\|})\bar{w}.
\]

Clearly we can directly consider \(B_j\) in Algorithm 1 as the set \(B\) in the above update. Alternatively, we can conduct several Pegasos updates on a partition of \(B_j\). Algorithm 3 gives details of the procedure.

In this paper, we consider splitting \(B_j\) to \(|B_j|\) sets, where each one contains an element in \(B_j\). We then conduct \(|B_j|\) Pegasos updates in Step 3.2 of Algorithm 3. The comparison for other settings can be found in [Yu et al., 2010].

5 Related Approaches for Large-scale Data

In this section, we discuss related methods for training linear model when data is larger than the memory size. Existing methods include:

- **Parallelizing batch learners** Some approaches (e.g., [Chang et al., 2007] Zhu et al., 2009) consider solving huge data set in distributed systems by a parallel scheme. Although such approaches can scale up to large data, they are usually complicated and induce expensive communication/synchronization overheads. Moreover, distributed systems may not be easily accessed by a ordinary user.

- **Sub-sampling** In many cases, sub-sampling training data does not downgrade the prediction accuracy much. Therefore, by randomly drawing some training samples and storing them in memory, we can employ standard training techniques. This approach usually works when the data quality is good. However, in some situations, dealing with huge data may still be necessary. In Section 6.2 we show the relationship between testing performance and sub-sampled size.

- **Bagging** Bagging [Breiman, 1996] averages models trained on subsets of data. A bagging method randomly draws \(m\) subsets of samples from the entire data set, and then trains \(m\) models \(w_1, \ldots, w_m\), separately. The final model is obtained by averaging these \(m\) models. Although a bagging method can be easily parallelized and sometimes achieves an accurate model [Zinkevich et al., 2010], it does not solve a specific formulation such as (2).

- **Online Learning** Online learners assume each time one data point is randomly drawn from a probability distribution. According to this data point, they then update the model \(w\) to minimize the expected loss. As the update rule is simple and only depends on one data point, online methods are suitable for handling the situation that data exceeds the memory size. For example, a recent software Vowpal Wabbit handles large data by cyclically loading each data instance into memory and conducting an online sub-gradient descent update. It also supports the setting to pass over data several times. During the first pass, it saves the data points into a compressed cache file to speed up the reading time for the following passes. This is similar to our data compression strategy mentioned in Section 2. Note that Vowpal Wabbit solves a non-regularized problem, which is different from (2).

6 Experiments

In this section, we first show that sub-sampling data to fit in memory may downgrade the accuracy on the data we considered. Then, we demonstrate that block minimization methods are effective and efficient for training a data set larger than memory capacity. A detailed comparison demonstrating the influence of various settings under the block minimization framework can be founded in [Yu et al., 2010].

6.1 Data and Experimental Environment

We consider two document data sets yahoo-korea and webspam, and an artificial data epsilon. Table I summarizes the data statistics.

We randomly split the data such that 4/5 for training and 1/5 for testing. All feature vectors are instance-wisely scaled to unit-length (i.e., \(\|x_i\| = 1\), \(\forall i\)). For epsilon, each feature is normalized to have mean zero and variance one, and the

---

5 The software is available at [http://hunch.net/~vw](http://hunch.net/~vw)

6 This data set is not publicly available

7 webspam and epsilon can be downloaded at [http://largescale.first.fraunhofer.de](http://largescale.first.fraunhofer.de)
to split and compress data into blocks. It takes around 228 seconds to split yahoo-korea, 1,594 seconds to split webspam and 1,237 seconds to split epsilon. For LIBLINEAR, the loading time for yahoo-korea is 103 seconds, 829 seconds for webspam and 560 seconds for epsilon.

We are interested in both how fast the methods reduce the objective function value (2) and how quickly the methods obtain a reasonable model. Therefore, we present the following results in Figure 2:

1. Training time versus the relative difference to the optimum

\[ \frac{f^P(w) - f^P(w^*)}{f^P(w^*)}, \]

where \( f^P \) is the primal objective function in (2) and \( w^* \) is the optimal solution. Since \( w^* \) is not really available, we spend enough training time to get a reference solution.

2. Training time versus the difference to the best testing accuracy

\[ (\text{acc}^* - \text{acc}(w)) \times 100\%, \]

where \( \text{acc}(w) \) is the testing accuracy using the model \( w \) and \( \text{acc}^* \) is the best testing accuracy among all methods.

Results show that LIBLINEAR suffers from slow training due to severe disk swapping. In contrast, since memory issues are carefully handled, BM-LIBLINEAR and BM-Pegasos are more efficient. Therefore, they obtain a reasonable solution much faster than LIBLINEAR. Further, BM-LIBLINEAR is slightly faster than BM-Pegasos. This is because BM-Pegasos only conducts a simple update on each instance, while BM-LIBLINEAR considers a data block at a time and utilizes the instances loaded in memory by multiple updates.

7 Conclusions

In summary, we introduce a block minimization framework for solving large linear classification problems when data cannot fit in memory. The approach is simple but effective. Experiments show that the block minimization methods can handle data 20 times larger than the memory size.
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Figure 2: The relative function value difference to the minimum (top row) and the accuracy difference to the best testing accuracy (bottom row). Time (in seconds) is log scaled. The blue dotted vertical line indicates time spent by Algorithms 1-based methods for the initial split of data to blocks. Note that in Figure 2(f), the curve of BLOCK-L-D is not connected, where the missing point corresponds to the best accuracy.


