Starting with Homework 1, homeworks may be done in teams of up to three people. Each team turns in just one solution, and every member of a team gets the same grade. Since 1-unit graduate students are required to solve problems that are worth extra credit for other students, 1-unit grad students may not be on the same team as 3/4-unit grad students or undergraduates.

Neatly print your name(s), NetID(s), and the alias(es) you used for Homework 0 in the boxes above. Please also tell us whether you are an undergraduate, 3/4-unit grad student, or 1-unit grad student by circling U, 3/4, or 1, respectively. Staple this sheet to the top of your homework.

### Required Problems

1. Suppose we want to display a paragraph of text on a computer screen. The text consists of \( n \) words, where the \( i \)-th word is \( p_i \) pixels wide. We want to break the paragraph into several lines, each exactly \( P \) pixels long. Depending on which words we put on each line, we will need to insert different amounts of white space between the words. The paragraph should be fully justified, meaning that the first word on each line starts at its leftmost pixel, and except for the last line, the last character on each line ends at its rightmost pixel. There must be at least one pixel of whitespace between any two words on the same line.

   Define the slop of a paragraph layout as the sum over all lines, except the last, of the cube of the number of extra white-space pixels in each line (not counting the one pixel required between every adjacent pair of words). Specifically, if a line contains words \( i \) through \( j \), then the amount of extra white space on that line is \( P - j + i - \sum_{k=i}^{j} p_k \). Describe a dynamic programming algorithm to print the paragraph with minimum slop.
2. Consider the following sorting algorithm:

\[
\text{STUPIDSORT}(A[0..n-1]) : \\
\text{if } n = 2 \text{ and } A[0] > A[1] \\
\text{swap } A[0] \leftrightarrow A[1] \\
\text{else if } n > 2 \\
\text{let } m \leftarrow \lceil \frac{2n}{3} \rceil \\
\text{STUPIDSORT}(A[0..m-1]) \\
\text{STUPIDSORT}(A[n-m..n-1]) \\
\text{STUPIDSORT}(A[0..m-1])
\]

(a) Prove that STUPIDSORT actually sorts its input.

(b) Would the algorithm still sort correctly if we replaced the line \( m \leftarrow \lceil \frac{2n}{3} \rceil \) with \( m \leftarrow \lfloor \frac{2n}{3} \rfloor \)? Justify your answer.

(c) State a recurrence (including the base case(s)) for the number of comparisons executed by STUPIDSORT.

(d) Solve the recurrence, and prove that your solution is correct. [Hint: Ignore the ceiling.] Does the algorithm deserve its name?

*(e) Show that the number of swaps executed by STUPIDSORT is at most \( \frac{n^2}{2} \).

3. The following randomized algorithm selects the \( r \)th smallest element in an unsorted array \( A[1..n] \). For example, to find the smallest element, you would call RANDOMSELECT\( (A, 1) \); to find the median element, you would call RANDOMSELECT\( (A, \lfloor n/2 \rfloor) \). Recall from lecture that PARTITION splits the array into three parts by comparing the pivot element \( A[p] \) to every other element of the array, using \( n - 1 \) comparisons altogether, and returns the new index of the pivot element.

\[
\text{RANDOMSELECT}(A[1..n], r) : \\
\text{p } \leftarrow \text{RANDOM}(1,n) \\
k \leftarrow \text{PARTITION}(A[1..n], p) \\
\text{if } r < k \\
\text{return RANDOMSELECT}(A[1..k-1], r) \\
\text{else if } r > k \\
\text{return RANDOMSELECT}(A[k+1..n], r-k) \\
\text{else} \\
\text{return } A[k]
\]

(a) State a recurrence for the expected running time of RANDOMSELECT, as a function of \( n \) and \( r \).

(b) What is the exact probability that RANDOMSELECT compares the \( i \)th smallest and \( j \)th smallest elements in the input array? The correct answer is a simple function of \( i, j, \) and \( r \). [Hint: Check your answer by trying a few small examples.]

*(c) What is the expected running time of RANDOMSELECT, as a function of \( n \) and \( r \)? You can use either the recurrence from part (a) or the probabilities from part (b). For extra credit, give the exact expected number of comparisons.

(d) What is the expected number of times that RANDOMSELECT calls itself recursively?
4. Some graphics hardware includes support for an operation called **blit**, or **block transfer**, which quickly copies a rectangular chunk of a pixelmap (a two-dimensional array of pixel values) from one location to another. This is a two-dimensional version of the standard C library function `memcpy()`.

Suppose we want to rotate an \( n \times n \) pixelmap 90\(^\circ\) clockwise. One way to do this is to split the pixelmap into four \( n/2 \times n/2 \) blocks, move each block to its proper position using a sequence of five blits, and then recursively rotate each block. Alternately, we can first recursively rotate the blocks and blit them into place afterwards.

![Diagram of two algorithms for rotating a pixelmap.](image)

Two algorithms for rotating a pixelmap.
Black arrows indicate blitting the blocks into place.
White arrows indicate recursively rotating the blocks.

The following sequence of pictures shows the first algorithm (blit then recurse) in action.

![Sequence of pictures showing the first algorithm in action.](image)

In the following questions, assume \( n \) is a power of two.

(a) Prove that both versions of the algorithm are correct. [Hint: If you exploit all the available symmetries, your proof will only be a half of a page long.]

(b) *Exactly* how many blits does the algorithm perform?

(c) What is the algorithm's running time if a \( k \times k \) blit takes \( O(k^2) \) time?

(d) What if a \( k \times k \) blit takes only \( O(k) \) time?
5. The traditional Devonian/Cornish drinking song “The Barley Mow” has the following pseudolyrics\(^1\), where `container[i]` is the name of a container that holds \(2^i\) ounces of beer.\(^2\)

<table>
<thead>
<tr>
<th>BARLEYMOW(n):</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Here’s a health to the barley-mow, my brave boys,”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow!”</td>
</tr>
<tr>
<td>“We’ll drink it out of the jolly brown bowl,”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow!”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow, my brave boys,”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow!”</td>
</tr>
<tr>
<td>for (i ← 1) to (n)</td>
</tr>
<tr>
<td>“We’ll drink it out of the container[i], boys,”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow!”</td>
</tr>
<tr>
<td>for (j ← i) downto 1</td>
</tr>
<tr>
<td>“The container[j],”</td>
</tr>
<tr>
<td>“And the jolly brown bowl!”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow!”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow, my brave boys,”</td>
</tr>
<tr>
<td>“Here’s a health to the barley-mow!”</td>
</tr>
</tbody>
</table>

(a) Suppose each container name `container[i]` is a single word, and you can sing four words a second. How long would it take you to sing `BARLEYMOW(n)`? (Give a tight asymptotic bound.)

(b) If you want to sing this song for \(n > 20\), you’ll have to make up your own container names, and to avoid repetition, these names will get progressively longer as \(n\) increases\(^3\). Suppose `container[n]` has \(\Theta(\log n)\) syllables, and you can sing six syllables per second. Now how long would it take you to sing `BARLEYMOW(n)`? (Give a tight asymptotic bound.)

(c) Suppose each time you mention the name of a container, you drink the corresponding amount of beer: one ounce for the jolly brown bowl, and \(2^i\) ounces for each `container[i]`. Assuming for purposes of this problem that you are at least 21 years old, exactly how many ounces of beer would you drink if you sang `BARLEYMOW(n)`? (Give an exact answer, not just an asymptotic bound.)

---

\(^1\)Pseudolyrics are to lyrics as pseudocode is to code.

\(^2\)One version of the song uses the following containers: nipperkin, gill pot, half-pint, pint, quart, pottle, gallon, half-anker, anker, firkin, half-barrel, barrel, hogshead, pipe, well, river, and ocean. Every container in this list is twice as big as its predecessor, except that a firkin is actually 2.25 ankers, and the last three units are just silly.

\(^3\)“We’ll drink it out of the hemisemidemiyottapint, boys!”
6. [This problem is required only for graduate students taking CS 373 for a full unit; anyone else can submit a solution for extra credit.]

A company is planning a party for its employees. The employees in the company are organized into a strict hierarchy, that is, a tree with the company president at the root. The organizers of the party have assigned a real number to each employee measuring how ‘fun’ the employee is. In order to keep things social, there is one restriction on the guest list: an employee cannot attend the party if their immediate supervisor is present. On the other hand, the president of the company must attend the party, even though she has a negative fun rating; it’s her company, after all. Give an algorithm that makes a guest list for the party that maximizes the sum of the ‘fun’ ratings of the guests.

Practice Problems

1. Give an $O(n^2)$ algorithm to find the longest increasing subsequence of a sequence of numbers. The elements of the subsequence need not be adjacent in the sequence. For example, the sequence $\langle 1, 5, 3, 2, 4 \rangle$ has longest increasing subsequence $\langle 1, 3, 4 \rangle$.

2. You are at a political convention with $n$ delegates. Each delegate is a member of exactly one political party. It is impossible to tell which political party a delegate belongs to. However, you can check whether any two delegates are in the same party or not by introducing them to each other. (Members of the same party always greet each other with smiles and friendly handshakes; members of different parties always greet each other with angry stares and insults.)

   (a) Suppose a majority (more than half) of the delegates are from the same political party. Give an efficient algorithm that identifies a member of the majority party.

   (b) Suppose exactly $k$ political parties are represented at the convention and one party has a plurality: more delegates belong to that party than to any other. Present a practical procedure to pick a person from the plurality party as parsimoniously as possible.

3. Give an algorithm that finds the second smallest of $n$ elements in at most $n + \lceil \log n \rceil - 2$ comparisons. [Hint: divide and conquer to find the smallest; where is the second smallest?]

4. Suppose that you have an array of records whose keys to be sorted consist only of 0’s and 1’s. Give a simple, linear-time $O(n)$ algorithm to sort the array in place (using storage of no more than constant size in addition to that of the array).
5. Consider the problem of making change for \( n \) cents using the least number of coins.

   (a) Describe a greedy algorithm to make change consisting of quarters, dimes, nickels, and pennies. Prove that your algorithm yields an optimal solution.

   (b) Suppose that the available coins have the values \( c_0, c_1, \ldots, c_k \) for some integers \( c > 1 \) and \( k \geq 1 \). Show that the obvious greedy algorithm always yields an optimal solution.

   (c) Give a set of 4 coin values for which the greedy algorithm does not yield an optimal solution.

   (d) Describe a dynamic programming algorithm that yields an optimal solution for an arbitrary set of coin values.

   (e) Suppose we have only two types of coins whose values \( a \) and \( b \) are relatively prime. Prove that any value of greater than \((a-1)(b-1)\) can be made with these two coins.

   * (f) For only three coins \( a, b, c \) whose greatest common divisor is 1, give an algorithm to determine the smallest value \( n \) such that change can be given for all values greater than \( n \). [Note: this problem is currently unsolved for more than four coins!]

6. Suppose you have a subroutine that can find the median of a set of \( n \) items (i.e., the \( \lfloor n/2 \rfloor \) smallest) in \( O(n) \) time. Give an algorithm to find the \( k \)th biggest element (for arbitrary \( k \)) in \( O(n) \) time.

7. You're walking along the beach and you stub your toe on something in the sand. You dig around it and find that it is a treasure chest full of gold bricks of different (integral) weight. Your knapsack can only carry up to weight \( n \) before it breaks apart. You want to put as much in it as possible without going over, but you cannot break the gold bricks up.

   (a) Suppose that the gold bricks have the weights 1, 2, 4, 8, \ldots, \( 2^k \), \( k \geq 1 \). Describe and prove correct a greedy algorithm that fills the knapsack as much as possible without going over.

   (b) Give a set of 3 weight values for which the greedy algorithm does not yield an optimal solution and show why.

   (c) Give a dynamic programming algorithm that yields an optimal solution for an arbitrary set of gold brick values.